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Non-Technical Summary

This paper examines the effects of large global shocks on the macroeconomy of Ireland
and identifies the transmission channels through which such shocks propagate. In the
post-crisis period, most countries have experienced a return to positive growth, fuelled
in part by low interest rate policies and increased capital and trade flows. However,
despite this global recovery, there remains considerable downside risk resulting from
a number of sources: oil price volatility remains high, with substantial price reduc-
tions since mid-2014; China has experienced a growth slowdown, with further output
declines expected as the Chinese economy moves away from investment towards con-
sumption; US monetary policy has turned towards tightening, as inflation pressures
become more prevalent; and the UK referendum on EU membership has resulted in
heightened global financial market uncertainty, with additional negative impacts on
the UK’s trading partners.

Given that global interest rates remain at or near the zero lower bound, while public
debt overhang and persistent deficits remain a legacy of the crisis in a number of coun-
tries, there remains limited scope for either accommodative monetary or fiscal policy
in the event of these downside risks. Concerns over the impact of the above global
shocks motivate the focus of this paper; to analyse the macroeconomic responses to
global economic shocks, from the perspective of Ireland and its main trading partners.

A greater understanding of how large global shocks affect the Irish economy is im-
portant from a policy perspective, as it not only identifies the shocks to which the Irish
economy is most susceptible, but also identities the different transmission channels
through which such exogenous shocks impact the Irish economy. Such an identifica-
tion is important, as policy responses designed to mitigate the effects of a shock to
a specific variable (e.g. output) should consider the secondary impacts that such re-
sponses could have on alternative variables (e.g. inflation, interest rates) and whether
the policy response diminishes or exacerbates the effects of the original shock on these
variables. Furthermore, determining the magnitude of the response of Irish macroeco-
nomic variables to global shocks is important for determining the appropriate scale of
the chosen policy response.

Controlling for domestic output, inflation, exchange rates, equity prices, short and
long-run interest rates, plus global oil, material and metal prices, the objective of this
paper is to determine the effects of large external shocks on the Irish economy in a
global setting, based on the macroeconomic shocks that are considered by forecasters
to possess the greatest degree of downside risk to the global economy. Using an IMF
dataset of 25 countries from 1980 to 2016, we employ the global vector auto-regression
(GVAR) model of Dees, di Mauro, Pesaran and Shin (2007) to identify exogenous
shocks to global output, oil prices, UK output and exchange rates, US interest rates,



and Chinese output.
The analysis suggests that the Irish economy is relatively more exposed to: US

interest rate tightening; UK exchange rate depreciations; and UK output declines, and
relatively less exposed to a rise in global oil prices. Overall, the results of the empirical
analysis show that exogenous shocks to external macroeconomic factors have sizable
and significant effects on the domestic Irish economy, unsurprising given our role as a
small open economy with a high degree of trade and financial account openness.
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1 Introduction

The decade before the Global Financial Crisis was characterized by a near global in-
crease in trade openness, international financial integration, and business and financial
cycle synchronisation. While advanced economies actively promoted the globalisation
template for economic stability and growth, economic policy remained focused at the
domestic level. Thus, the structural changes resulting from increased levels of eco-
nomic and financial integration were unaccounted for in the development of policy
responses to large macroeconomic shocks.

Critically, this increased level of cross-country interdependence has increased the
degree to which most countries are exposed to external financial and economic shocks.
As the initial growth period of globalisation coincided with a period of relatively low
volatility in the global economy, there existed little evidence of these increased domes-
tic exposures. However, even if such evidence had existed, it remains unlikely that
such issues would have been identified before the global financial crisis, given that
we only now appreciate the degree to which financial and economic vulnerabilities
developed in the pre-crisis periods. Similarly, the abilities of domestic authorities and
supra-national networks to manage global shocks in an environment of increased trade
and financial integration were untested during this period.

While the initial periods of the financial crisis saw a large-scale capital retrench-
ment in most advanced countries, leading to a decline in financial integration, cross-
border financial flows recovered post-2010, and have since returned to pre-crisis levels.
Consequently, it remains important, when considering small open economies and the
vulnerabilities to which they are exposed, that external and global shocks are fully con-
sidered. This is particularly true of Ireland, with highly asymmetric economic linkages,
large net external positions, a financial infrastructure consistent with its classification
as an offshore financial centre, and externally set monetary and exchange rate policy.
Macroeconomic policy, macro-prudential policy and risk management necessitate tak-
ing account of the connections between the domestic Irish economy and global condi-
tions, including economic conditions in other inter-connected economies, international
financial markets and worldwide commodity prices.

Consequently, the aim of this paper is to identify a set of large economic shocks,
with potentially global impacts, and estimate their effects on Ireland and its main trad-
ing partners. Ireland’s integration into the global economy is characterized by a com-
bination of export and import growth, and highly negative net external positions due
to high net external liabilities. This growth in trade has principally involved Ireland’s
traditional trading partners: the UK, the US, and the core EU countries, but China has
also established itself as one of Ireland’s main import partners. We therefore apply a
global VAR model, incorporating quarterly data from 25 countries, to analyse the de-
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gree of linkages and shock transmission between Ireland and the US, the UK, the euro
area (consisting of the core EA member states) and China. In addition, there are a num-
ber of global factors that can be economically influential. Therefore, we also consider
the effects of shocks to global output growth and oil prices. To the best of our knowl-
edge, this is the first paper to focus on the response of Irish macroeconomic variables
to exogenous, external shocks using a global VAR approach.

An additional feature of our analysis is that it not only allows for a direct compar-
ison of the economic integration between Ireland and the euro area, but also provides
a measure of their degree of business cycle synchronisation. Frankel and Rose (1998)
highlights that countries with a considerable degree of trade linkages possess simi-
lar business cycles, with trade linkages fostering the transmission of aggregate shocks
across countries: a positive export shock in a given country or region may increase
demand for import goods from the trading-partner countries. Similarly, Forbes and
Chinn suggests that direct trade between countries is one of the main determinants
of cross-country linkages, while Burstein et al. (2008) develop a model that shows a
positive link between trade and business cycle synchronization.

The rest of the paper is organized as follows. Section 2 provides a brief review of
the literature on modelling global shocks in a macroeconomic VAR setting. Section 3
outlines the theoretical structure to the GVAR approach, while Section 4 presents the
data to be used in the analysis. Section 5 outlines some static analysis of the VARX∗

models, while Section 6 discusses the structure to the dynamic analysis of the specified
GVAR model and presents the generalised impulse response functions for the country-
specific and global shocks. Section 7 concludes the paper.

2 Related Literature

Since its initial development by Pesaran, Schuermann and Smith (2004), the Global
VAR (GVAR) approach has provided a robust method for analysing complex, high-
dimensional systems in a closed-form model. While they were not the first to develop
a technique to analyse the world through a large global macroeconomic framework,
their ability to neatly deal with the curse of dimensionality advantaged them over
alternative model structures (including the Fair model, NIGEM, the MIT model and
the Computable General Equilibrium model).

Dees, di Mauro, Pesaran and Shin (2007) was the first paper to apply GVAR tech-
niques to conventional macroeconomic analysis, updating the work of Pesaran, Schuer-
mann, and Weiner (2004). Expanding the country sample from 26 to 33, the aim
of the paper is to identify the transmission channels of specific economic and finan-
cial shocks, with a focus on the responses of the euro area region. Additionally, the
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framework of the original paper is enhanced to include a sieve bootstrap procedure
for model simulation, while generalized impulse response functions are incorporated
into the dynamic analysis. Results suggest that financial shocks propagate faster, and
amplify at a greater rate, than macro shocks. Specifically, the paper finds US equity
and oil prices to impact strongly on euro area output, inflation and interest rates, while
a shock to US interest rates does not significantly affect any of the euro area variables.

To identify the role of relative price shocks and structural factors in global inflation
rates, Anderton, Galesi, Lombardi and di Mauro (2010) develops a GVAR model of the
world economy. Controlling for core inflation, headline inflation, industrial produc-
tion, short-term interest rates and the nominal effective exchange rate within each of
the 33 countries in the model, the paper simulates global food and oil price shocks and
estimates responses over a two-year horizon period. Focusing on the US and the euro
area, oil price shocks are found to have significant short-term impacts on headline in-
flations rates, with the initial magnitude of the US shock response twice that of the euro
area response. Effects on core inflation rates are not found to be statistically significant.
Additionally, industrial production is also found to decline significantly in the US and
the euro area, following an oil price shock, with the magnitude of the response again
identified as being larger in the US than in the euro area.

Dees, Pesaran, Smith and Smith (2010) estimate New Keynesian Phillips Curves,
for eight developed economies, from a global perspective. Rather than employing a
standard GMM-based identification strategy that requires using statistical criteria to
identify instruments from lagged observations, the paper uses the GVAR framework
to estimate the NKPCs for 26 countries, with the model’s global factors acting as valid
instruments to alleviate the issue of weak instruments. Similarly, the GVAR long-run
horizon forecasts are used to calculate the long-run steady states, avoiding the need to
use a statistical process (e.g. the Hodrock-Prescott filter) to calculate steady states as
the long-run trend levels of variables. As a further benefit over traditional modelling
approaches, the GVAR allows for a straightforward way for the foreign output gap and
inflation to enter the estimation of the NKPC.

Cashin, Mohaddes, Raissi and Raissi (2014) uses the GVAR framework to identify
both supply and demand shocks to oil prices, for a sample of 38 countries. Incorpo-
rating sign restrictions into the GVAR model, they find that the magnitudes and tran-
sition paths of supply-driven oil price shocks are significantly different from those of
demand-side oil price shocks. The paper incorporates both real and financial economic
variables to trace the country-level effects of oil shocks, using the cross-sectional di-
mension of the model to identify global shocks. Results suggest that impulse responses
to output and inflation are conditional on whether the country is an oil importer or ex-
porter: importers experience a decline in output following a supply side-lead oil price
shock, while output rises in oil exporting countries. In contrast, a demand side-lead in-
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crease in the price of oil increases the long-run rate of inflation, with short run increases
in output, for almost all countries in the sample.

3 Estimation Strategy

In its simplest form, the GVAR model can be considered as a two-stage process. In
the first stage, conventional VAR models that are augmented by weakly I(1) vari-
ables, including domestic and cross-sectional averages of foreign variables, are spec-
ified and estimated for each country/region in the sample. Using this augmented
VAR (or VARX∗) specification, each country is modelled as a small open economy, in
which domestic variables are influenced by both country-specific foreign variables and
global factors. In the second stage, the individual-country VARX∗ models are stacked
into a single system of equations, connected through a matrix of predetermined cross-
country linkages, and solved as a single system.

3.1 Country-specific VARX∗ Models

Consider a set of N + 1 countries, representing a subset of the global economy, in-
dexed by i = 0, 1, . . . N , where 0 represents a reference country. Let each country, i, be
modelled as a system:

xi,t = αi0 +αi1t+ Φi1xi,t−1 + · · ·+ Φipixi,t−pi+

Λi0x
∗
i,t + Λi1x

∗
i,t−1 + · · ·+ Λiqix

∗
i,t−1+

Γi0gt + Γi1gt−1 + · · ·+ Γiqigt−qi + εi,t

(1)

where t = 0, 1, 2, . . . , T ; xi,t is a (ki×1) vector of domestic variables specific to country i
at time t ; x∗i,t is a (k∗i ×1) vector of foreign variables specific to country i at time t ;αi0 is
the (ki×1) vector of fixed intercept coefficients ;αi1 is the (ki×1) vector of deterministic
time trends ; Φi. is a (ki × ki) matrix of lagged domestic variable coefficients ; Λi. is
(ki×k∗i ) matrix of foreign-specific variables; Γi. is the (ki×k◦i ) matrix of fixed coefficients
attached to the (k◦i × 1) vector of common global variables, gt, which is assumed to be
weakly exogenous to the global economy; and εi,t is a (ki×1) vector of country-specific
idiosyncratic shocks, where εi,t ∼ i.i.d(0,Σii).

Modelling the system using a GVAR allows for a non-zero contemporaneous shock
dependence structure across countries, through the set of cross-country covariances,
so that

Σij = Cov(εi,t, εj,t) = E(εi,tiε
′
j,tj) ∀ i 6= j and ti, tj ∈ t (2)

In calculating the matrix of individual country-specific foreign variables, x∗it , each
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variable is constructed using a set of fixed weights. The weights are calculated using
cross-country weighted averages of the corresponding variables given by the weight-
ing share, such thatwij is the weight share of country j in the total weighting of country
i, measured in a common unit. Using this methodology, it must be the case that

wii = 0, ∀ i = 0, 1, 2, . . . , N (3)

and
N∑
j=0

wij = 1, ∀ i, j = 0, 1, 2, . . . , N (4)

Under this structure, we can define the set of foreign specific variables for country i,
x∗i,t as

x∗i,t =
N∑
j=0

wijxj,t (5)

where wij are the fixed weights attached to the foreign variables.
For the majority of the countries included in the GVAR, both the foreign variables,

x∗i,t , and the global variables, gt , are treated as being weakly exogenous, allowing
for country/region-specific models to be estimated consistently. For all countries in
which the foreign variables are treated as weakly exogenous, their representation is
equivalent to being a SOE, in that, relative to their trading partners, their policies and
domestic economic shocks have no first-order effects on values of the global variables.

While foreign variables are weakly exogenous in most countries, we allow country-
specific, domestic shocks to be weakly correlated with shocks in other economies in the
model, through the interaction of domestic and foreign variables. Shocks are assumed
to be serially uncorrelated and weakly dependent across the cross-sectional dimension,
such that for all time periods, t , in the sample

ε∗i,t =
N∑
j=0

wijεj,t
q.m−−→ 0 (6)

while the idiosyncratic shocks, εi,t , are correlated across countries/regions, so that

E(εi,tiε
′
j,tj) =

Σij ∀ti = tj

0 ∀ti 6= tj
(7)

By imposing the above structures on the system, the GVAR model allows for inter-
actions among the set of countries/regions in the system, through three distinct but
related transmission channels
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1. The direct dependence of the domestic variables, xi,t , on the set of foreign vari-
ables, x∗i,t , and their lagged values.

2. The dependence of the domestic variables on the set of exogenous global vari-
ables, gt , and their lagged values .

3. The contemporaneous dependence of shocks in country i on shocks in country j,
estimated via the non-zero matrix of cross-country covariances, Σij .

The exogeneity requirement of the foreign-specific and global variables are a key
assumption of the GVAR, allowing for a complete, closed system that resolves the stan-
dard curse of dimensionality and allows for scenario analysis. Whether this assump-
tion, while consistent with the international macroeconomic literature that considers
”world” variables to be exogenously given, holds empirically is entirely dependent on
the size of the countries/regions in the global model and the degree of cross-country
heterogeneity present in the country-specific idiosyncratic shocks, εi,t , as captured by
the covariance matrix Σij . Evidence to support the weak exogeneity of these variables
is presented in the Appendix.

3.2 Aggregation to the Global VAR Model

With the individual VARX∗ models specified, as per equation (1), we can now solve
for the global system, through stacking the individual models together. As in each
country-specific VARX∗ model, there is contemporaneous dependence between the
vector of domestic variables, xi,t , and the vector of foreign and global variables, x∗i,t,
the full set of models needs to be solved simultaneously, for all domestic variables in
xi,t , and ∀ i = 0, 1, 2, . . . , N .

Considering the representative SOE, for whom global variables are not endoge-
nously determined, equation (1) becomes

xi,t = αi0 +αi1t+ Φi1xi,t−1 + · · ·+ Φipixi,t−pi+

Λi0x
∗
i,t + Λi1x

∗
i,t−1 + · · ·+ Λiqix

∗
i,t−1 + εi,t

(8)

where the global variables are now included in the vector of foreign variables, x∗i,t . To
construct the GVAR model from the set of these country-specific models, we define the
stacked (ki + k∗i )× 1 vector of domestic and foreign variables for each country, as

zi,t =

(
xi,t

x∗i,t

)
(9)
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Equation (8) can then be re-written as

Ai0zi,t = αi0 +αi1t+ Ai1zi,t−1 + · · ·+ Aipizi,t−pi + εi,t (10)

where

Ai0 =
(
Iki −Λi0

)
and Aij =

(
Φij Λij

)
∀ j = 1, 2, ...pi (11)

To stack the models, we can collect the country specific variables into a (k × 1)

global vector of variables, xt =
(
x′0t x′1t · · · x′Nt

)′
where k is the total number of

endogenous variables in the global model.
In addition, we need to define a linking matrix, Wi , a ((ki + k∗i )× k) matrix whose

elements are the weights capturing bilateral exposures between the countries/regions
that constitute the system. This link matrix specifies the interconnections between pairs
of countries, allowing for each of the country-specific VARX∗ models to be represented
in terms of the global variables vector, as

zi,t = Wixt ∀i = 0, 1, 2, · · · , N. (12)

Combining equations (10) and (12) results in the country-specific equation being rep-
resented as

Ai0Wixt = αi0 +αi1t+ Ai1Wixt−1 + · · ·+ AipiWixt−pi + εi,t (13)

where Ai0Wi and AijWi are all (ki×k) dimensional matrices. Stacking these equations
into a single equation for the system yields

Gxt = α0 +α1t+ H1xt−1 + · · ·+ Hpxt−p + εt (14)

where

G0 =


A00W0

A10W1

...
AN0WN

Gj =


A0jW0

A1jW1

...
ANjWN

 α0 =


α00

α10

...
αN0

 α1 =


α01

α11

...
αN1

 εt =


ε0,t

ε1,t
...
εN,t

 (15)

The G0 matrix is a k × k dimensional matrix. Subject to fulfilling rank conditions,
we can pre-multiply the system of equations by G−10 to obtain the autoregressive rep-
resentation of the GVAR(p) model

xt = β0 + β1t+ F1xt−1 + · · ·+ Fpxt−p + εt (16)
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where β0 = G−10 α0 , β1 = G−10 α1 , Fj = G−10 Bj and εt = G−10 εt . As the country-
specific bilateral weights are subject to the adding-up restriction, k =

∑N
i=0 ki = 1, the

link matrices, Wi , must be non-singular.
In the form shown in equation (16), the GVAR(p) model may be solved recursively,

allowing for the development of forecasts, impulse response function and forecast
error variance decompositions, as per standard VAR(p) frameworks. This is accom-
plished using the εt vector, a (k × 1) vector of reduced-form shocks that are linear
functions of the country-specific shocks, εt, with

var(εt) = Σε = K−1ΣεK
−1′ (17)

No restrictions are placed on the covariance matrix, Σε .

4 Data and model specification

In this section, we present the data used in our empirical application of the GVAR

model, discuss the rationale for the choice of weighting matrices employed in the anal-
ysis, and highlight the choices in parameter selection at each stage of the procedure.

4.1 Sample Selection and Regional Aggregation

To estimate our GVAR model, we make two specific choices regarding the sample of
data on which the model is estimated. With respect to the cross sectional elements
of our data, we select 25 advanced and emerging market economies, which together
account for the majority of movements in the global economy. Averaging over the
sample, these economies account for over 88% of global gross domestic product, over
66% of global trade in goods and services, and the majority of the exposures of the
globally active banks in the G−7 countries. As per Smith and Galesi (2014), we only
aggregate countries across a single specific region; the euro area. Table 1 presents the
set of countries and regions in the model.

Our choice of countries is in part conditioned on data availability. While the GVAR
model imposes limited restrictions on correlation structures or country interdepen-
dences, a requirement of the model is that there are no gaps in the data series used
to construct the system. Thus, we need data for which there is a complete time series
available for the entire sample period under observation; otherwise, the series is ex-
cluded from the model’s estimations. With this in mind, we exclude countries that i).
have missing observations for more than two data series in the sample, and ii). pro-
vide a total contribution to global GDP of less than 3 per cent. While these criteria
reduce our sample from the 33 countries considered by Chudik and Smith (2013), the
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countries dropped from our sample are those whose data are subject to considerable
revisions. Thus, we are confident that the loss of power to our model from the reduced
sample-size is compensated for by the increased accuracy of the estimated domestic
and cross-country relationships.

Our choice of regional aggregation attempts to combine historical accuracy with
current representativeness. Given that our sample extends back to 1980, over half of
our data predate the creation of the euro area. Consequently, it does not seem ap-
propriate to model all countries currently in the euro area as influencing movements
in euro area variables over the entire sample period. Instead, following the logic of
Chudik and Smith (2013) and Dées, di Mauro, Pesaran and Shin (2007), we model the
euro area as consisting of the largest 8 of the original 11 member states. In doing so, we
strike a balance between a cluster that is small enough to represent the core drivers of
the euro-region economy prior to the EMU, but large enough to be considered as the
set of countries whose economic characteristics drive post-euro ECB policy decisions.

4.2 Variable Selection and Transformation

As with all large macroeconomic models that require a system of equations, the choice
of variables employed in the GVAR is non-trivial, due to the proliferation of parame-
ters as the dimension of the model grows. Thus, we aim to strike a balance between
imposing sufficient restrictions on the model so that the parameters can be consistently
estimated, while at the same time allowing for a general pattern of interdependencies
between the individual variables, without imposing excessive restrictions on the do-
mestic and foreign lag selection criteria. 1

We select six variables that form the basis of the domestic and foreign components
of the country-specific VARX∗ models. The real economy component of our models
consists of gross domestic product (gdp) and consumer price index-based inflation
(cpi). Policy variables include the short-term interest rate (irs) and the real dollar
exchange rate (rer), while an index of equity prices (eqty) is included to allow for
macro-financial linkages. Finally, we include a measure of long-term interest rates on
government bonds (irl).

There are a number of reasons behind, and benefits to, the selection of this set of
variables. By including both short-term interest rates and exchange rates, it is possi-
ble to either test or impose long-run relationships on our model, including purchas-

1 In our final model specification, we use six domestic variables, a maximum of five cross-sectional
foreign variables, and three dominant unit variables. Specifying a maximum of three domestic
variable lags, two foreign variable lags, and two dominant unit variable lags, leads to a maximum
of 42 unobserved parameters to be estimated in the country-specific VARX∗ models. Given that the
time-dimension our data covers 145 periods, we believe that there are sufficient degrees of freedom
to instil confidence in the output of the GVAR model.
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ing power parity (PPP) and uncovered interest rate parity. Similarly, by incorporating
measures of equity markets, we can examine the role of real exchange rates in the trans-
mission of financial shocks to the real economy. Additionally, by including long-term
interest rates, we not only control for non-standard policy responses due to the zero
lower bound on short-run interest rates in the aftermath of the Global Financial Cri-
sis, but we can also identify the degree of policy coordination through co-movement
between long-term interest rates between trade and financial partners, while allowing
for the effects of changes in risk premia on the model.

Finally, we employ three global variables in the model. As per Smith and Galesi
(2014), we incorporate international oil prices (poil), metals prices (pmet) and materi-
als prices (pmat). These variables will be constructed as being weakly exogenous to
the country-level VARX∗ models, with feedback only occurring through changes in a
specific subset of the foreign variables in the model.

With our set of domestic, foreign and global variables selected, we must now trans-
form the data. In line with Dées, di Mauro, Pesaran and Shin (2007), we apply the
following transformations

gdpi,t = ln(
Yi,t

CPIi,t
), cpii,t = ln(

CPIi,t
CPIi,t−1

), irsi,t = 0.25× ln(1 +
Rs

i,t

100
)

eqtyi,t = ln(
EQi,t

CPIi,t
) reri,t = ln(

ERi,t

CPIi,t
) irli,t = 0.25× ln(1 +

Rl
i,t

100
)

(18)

where Yi,t is nominal Gross Domestic Product, CPIi,t is the consumer price index,EQi,t

is the nominal value of the domestic equity price index, ERi,t is the dollar exchange
rate, Rs

i,t is the short-term interest rate and Rl
i,t is the long-term interest rate.

Given data restrictions, we do not impose the requirement that all country-specific
VARX∗ models contain the same set of domestic variables.

4.3 Weighting Structures

Given the set of domestic variables (gdpi,t, cpii,t, eqtyi,t, reri,t, irsi,t, irli,t) defined
in the previous section, we next construct an equivalent vector of country-specific
foreign variables (gdp∗i,t, cpi

∗
i,t, eqty

∗
i,t, rer

∗
i,t, irs

∗
i,t, irl

∗
i,t) using alternative weighting

structures. As the construction of the foreign variables is dependent on the weighting
matrix, Wi , a key assumption of the GVAR model and its results is that Wi accurately
captures the real-world economic linkages among countries.

From the previous literature, bilateral trade data are most commonly used in devel-
oping the GVAR linkage matrix. The justification for using trade data to link countries
together is relatively intuitive. Baxter and Kouparitsas (2004) identify bilateral trade
connections as being the most important source of cross-country business cycle link-
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ages. Similarly, Auerbach and Gorodnichenko (2012) identify cross-country spillovers
to domestic output resulting from foreign fiscal shocks, propagating through conven-
tional trade channels.

Consequently, our weighting matrices are derived using fixed trade weights, based
on the average trade flows over the 2012 − 2014 period. Additionally, to construct the
euro area region VARX∗ model, we use cross-section weighted averages of the set of
domestic variables for Austria, Belgium, France, Finland, Germany, Italy, Netherlands
and Spain. The weights that are used to construct this vector of variables are based on
average PPP GDP figures for each country, using data from the 2012− 2014 period.

5 Static Empirical Analysis

Having confirmed that there is sufficient statistical evidence to suggest that the under-
lying assumptions of the model are consistent with the data, we now turn our atten-
tion to examining the static relationships that are estimated by the GVAR model. The
dynamic analysis is underpinned by the both the relationship between domestic and
foreign variables, and the cross-sectional ”weak correlation” of idiosyncratic shocks
from the VARX∗ models. Thus, it is important to identify whether such characteristics
exist in the data, as they provide indications as to the mechanics of the GVAR, and the
level of plausibility with respect to underlying macroeconomic interconnections.

5.1 Effects of Foreign Variables on Domestic Equivalents

To examine the strength of the interlinkages between countries, this section discusses
the contemporaneous impact effects of changes to the set of foreign variables on the
equivalent set of domestic variables. Within the GVAR framework, the country-specific
VARX∗ models provide an estimate of the contemporaneous effect of variable x∗i on the
domestic variable xi, for all variables included in the system. This parameter estimate
can be interpreted as being the impact elasticity between foreign and domestic vari-
ables. These estimates provide a quantification of the model’s identification of inter-
national linkages between specific countries and the rest of the system; the larger the
parameter estimates, the greater the elasticity between domestic and foreign variables,
the stronger the implied co-movement between both variables.

Table 2 presents the parameter estimates and standard errors for these elastici-
ties. Standard errors are calculated using the Newey-West variance estimator, which
is a heteroscedasticity-consistent estimator that allows for a small-sample correction.
Overall, there is a strong degree of inter-connectivity found in the data, with almost
75% of coefficients found to be significant. Inflation and equity prices are found to
have the strongest domestic-foreign linkages, both in terms of the number of signifi-
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cant relationships, and the high, positive values attached to the elasticities. Across the
sample, five countries/regions are identified as having significant domestic-foreign re-
lationships across all five variables, including the euro area, Canada and Switzerland.

Focusing on Ireland, elasticity values reflect the country’s nature as a small open
economy, with elasticity estimates above the sample average for all variables with the
exception of the equity price series. In particular, the short and long-term interest
rate series are identified as being the most elastic of any of the advanced economies
in the sample, with respect to foreign interest rates. Furthermore, domestic-foreign
relationships are found to be significant for four of the five variables: inflation; equity
prices; short-term interest rates; and long-term interest rates.

5.2 Pairwise Cross-Section Correlations

The final modelling assumption inbuilt into the GVAR approach relates to the cross-
sectional correlations of idiosyncratic shocks from the country-specific VARX∗ models.
Inherent in the ability to stack the individual models to form the GVAR system is the re-
quirement that the shocks modelled at the country level are cross-sectionally ”weakly
correlated”, so that cov(x∗i,t, ui,t) → 0 as N → ∞. Should this condition hold, this pro-
vides further evidence supporting the weak exogeneity of the foreign variables with
respect to their domestic counterparts.

To examine the degree to which country-specific foreign variables have been effec-
tive in reducing the cross-section correlation of the variables in the GVAR model, Tables
3 and 4 present the average pair-wise cross-section correlation of the levels and first dif-
ferences of the endogenous variables in x, in addition to residuals from their respective
equations from the VECM∗ form of the country-specific models. By conditioning the
country-specific models on the weakly exogenous foreign variables, residual interde-
pendencies are stripped of correlates resulting from ”common” global factors, leaving
interdependencies that would more likely account for spillover effects due to economic
policy and trade.

At the aggregate level, results suggest that cross-sectional correlations are consid-
erable for the level of the endogenous variables. This holds across all variables, with
average correlations ranging between 40.8% and 96.6%. Additionally, average cross
section correlations fall going from levels to first differences, with correlations ranges
falling to 10.6− 48.8%. Within the set of endogenous variables, output levels show the
highest degree of cross-sectional correlation (91 − 98%), but also the greatest impact
resulting from first differencing (4.3 − 30.5%). In contrast, but unsurprisingly, cross-
sectional equity price correlations are found to be the most resistant to differencing,
with cross-sectional averages almost unchanged between levels and first differences.
At the country level, the euro area, the United States and the United Kingdom show
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the highest average correlations across levels and first differences, while China and Ar-
gentina represent the countries with the lowest average cross-sectional correlations in
both levels and differences. Overall, the tests show a considerable degree of evidence
to support the assumption of cross-sectional correlations for the variables present in
the GVAR, although the degree to which variables exhibit correlation structures de-
pends on the country selected, the specific variables within a country, and whether
differencing is applied to the variable.

Applying the same analysis to the residuals from the VARX∗ models, results sug-
gest that the empirical approach applied to the data is successful in capturing cross-
sectional correlations across variables and countries. At the aggregate level, the ef-
fects of the application of the VARX∗ model is most evidenced within the equity and
long-run interest rate series. These variables showed the highest persistence in cross-
sectional correlation following differencing, however, the resulting average correlation
values for the residuals are estimated to be −1.82% and −1.24%, respectively. Sim-
ilar results are obtained for output (0.57%), inflation (3.07%) and short-term interest
rates (3.70%). The real exchange rate series remains the only endogenous variable that
shows some remaining degree of cross-sectional correlation (18.8%), although this is
much reduced from the level (78.4%) and differenced (33.5%) values. Similar results
are obtained by Dees et al (2007), who also observe double-digit correlation estimates
for their exchange rate series.

Overall, these results highlight the importance of accounting for cross-sectional
correlations within a multi-country macroeconomic framework. By employing the
country-specific foreign variables to account for global interdependencies, the shocks
resulting from the empirical estimation are subsequently found to be (weakly) cross-
sectionally independent. This provides additional evidence to the results in the Ap-
pendix, further suggesting that the shocks from the empirical model can be considered
to be idiosyncratic.

6 Dynamic Empirical Analysis

Having tested the underlying assumptions and static outcomes of the GVAR model, we
now turn our attention to estimating the dynamic responses of the model to identified
economic shocks. Given the focus of the paper, we examine six key macroeconomic
shocks from both an Irish perspective, but also from the viewpoint of the main Irish
trading partners: the euro area; the US; and the UK. In each instance, we compare
and contrast impulse responses from the unanticipated shock to output, inflation and
interest rates.

Our choice of shocks again derives from our analysis being conducted from an Irish
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macroeconomic perspective. We examine the main external shocks that are currently
considered to be a cause for concern for the Irish economy. Key amongst these are
shocks to the United Kingdom’s output and real exchange rates. Similarly, we also
examine two shocks that are expected within the short to medium-term, namely an
increase in the US short-term interest rate and a slowdown of Chinese output. Finally,
we examine more global impacts, including an aggregate decline in global GDP and
a shock increase in oil prices. It should be noted that these shocks are symmetric in
their identification, so that the responses (for example) to the decline in global GDP
are mirror images of responses to an aggregate increase in global GDP of the same
magnitude, lending our analysis to a broader set policy questions than the scenarios
presented here.

6.1 Generalized Impulse Response Functions

To examine dynamic properties of the GVAR model, and to determine the time path
of the effect of our chosen shocks to the four economies discussed above, we employ
the Generalized Impulse Response Functions of Koop et al. (1996) and Pesaran and
Shin (1998). This variant of impulse response functions has been adopted in a num-
ber of macroeconomic fields, including financial and macroeconomic interconnected-
ness (Diebold and Yilmaz, 2009), international financial market analysis (Huang et al.,
2008), exchange rate modelling (Cheung et. al, 2004; Boyd et al., 2001) and non-linear
macroeconomic modelling (Lee and Pesaran, 2011). The popularity of the GVAR ap-
proach, versus more conventional orthogonalization techniques, lies in the invariance
of the GIRF technique to the ordering of the variables. As such, it is not necessary to
impose a structural ordering on either the set of variables in the VARX∗ models, or the
set of countries in the GVAR model. Both of these requirements would be necessary to
generate OIRFs via a Cholesky (or alternative) decomposition.

To see how the generalised impulse response functions are generated, consider the
multi-country model presented in equation (14). Define the generalized impulse re-
sponse (of one standard error in size) as

GIRF = (xt; εi,l,t, n) = E(xt+n|εi,l,t =
√
σii,ll, It−1)− E(xt+n|, It−1) (19)

where It−1 is the information set available at time t− 1, σii,ll is the diagonal element of
the variance covariance matrix Σi corresponding to the lth equation in the ith country,
and n is the forecast horizon period.

Assuming that residual terms from the VECM∗ equations have a multivariate nor-
mal distribution, it must be the case that the GIRFs corresponding to a shock of one
standard error in size, at time t to the lth equation in the GVAR from equation (14) on
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the jth variable at time t+ n is given by the jth element of

IRF = (xt; εl,t, n) =
v′jAnG

−1
0 Σεvl√

v′jΣεvl
(20)

where vl =
(

0 0 . . . 0 1 0 . . . 0
)′

is a selection vector with unity as the lth ele-
ment for a country-specific shock. For a regional shock to a variable, i.e. interest rates,
the vl vector has PPP-GDP weights that sum to one, corresponding to the interest rate
shocks of each of the countries that belong to the selected region, and zeros elsewhere.
For a global shock to interest rates, the vector has PPP-GDP weights that sum to one,
corresponding to the interest rate shocks of each of the N + 1 countries, and zeros
elsewhere.

6.2 Estimated Shock Responses

In this sub-section, we discuss the dynamic responses of four countries/regions to the
transmission of shocks from both internal and external sources. Generalized impulse
response paths are presented over a 40 quarter horizon, with responses estimated using
a sieve bootstrap procedure with 1500 replications. Estimated responses are presented
for the median response, while standard error bands represent the 68% confidence
interval. Across all shocks, GIRFs are found to stabilize long before the 40th horizon
period, suggesting that the GVAR is long-run stable, with persistence profile analysis
confirming this result. Impulse response functions showing the time paths of the six
shocks are presented in Figure A1 in the Appendix.

6.2.1 Shocks to US Interest Rates

The first shock we consider represents a change in the US short-term interest rate,
equivalent to a shock increase of 25 basis points. In the US, while the effect of the rate
increase on output is initially positive (Figure 1), the response has become significantly
negative within three quarters of the shock. Peak output reductions of 1.1% of GDP
are observed within eight quarters, and despite a minor rebound to the series over
the following quarters, long run output growth remains negative (and significant) at
−0.93%. The response of Irish output to the US interest rate shock is somewhat more
muted in the short run, having declined by −0.56% after eight quarters, with the loss
to Irish output estimated to be −0.60% and statistically significant in the long run. The
response of euro area output is broadly similar to that of Ireland (-0.45% after eight
quarters, and a long run decline of −0.53%). The UK economy is the least effected in
terms of output response, with eight-quarter effects of −0.39% and persistent long run
effects of −0.31% of GDP.

19



With respect to inflationary effects (Figure 2), broadly similar transition paths are
observed across all four economies. In the US, the initial increase in output is mirrored
by a transitory rise in the rate of inflation, up to the first quarter after the interest rate
shock. This finding aligns with the literature on the prize puzzle in the US, where an
unexpected monetary policy tightening is followed by an temporary increase in infla-
tion (Christiano, Eichenbaum and Evans 1996; Sims 1992). From this point, inflation
rates decline, with the response returning to baseline levels within two years. The
long run response of US inflation is indistinguishable from zero, with the effect turn-
ing insignificant from quarter five onwards. For Ireland, the UK and the euro area, the
contemporaneous effect on inflation is negative, turning positive in the two quarters
following the shock.This lagged increase in inflation in the UK, Ireland and euro area is
consistent with the contribution of the exchange rates on prices following a rise in the
US interest rate. By appreciating the value of US dollar, contractionary monetary pol-
icy in the US may lead to an increase in the price of US exports for foreign importers,
which in turn passes through to foreign price inflation. This effect may be strongest
in Ireland, consistent with Ireland’s role as a small open economy with the US as an
important trade partner. For the UK, Ireland and euro area, inflation turns negative in
the long run. Again this long run effect is strongest for Ireland, where the decline in
inflation is estimated to be−0.13% and significant; UK and euro area effects are smaller
(in absolute terms) at −0.03% and are not significant.

Finally, the response of long-term interest rates (Figure 3) is also broadly similar
across the four economies under analysis. Contemporaneous responses are all positive
and significant, with the largest impact of 0.05 percentage points observed in the US,
while Ireland, the UK and the euro area all experience an immediate increase in long
term interest rates of 0.01 − 0.02 percentage points. For the US and the euro area,
shocks remain significant up to quarter 7, after which point responses are statistically
indistinguishable from zero. With the exception of the impact effect, UK and Irish
long-term interest rate responses are not found to be significant at any horizon period.

6.2.2 Shocks to Chinese Output

Our next shock simulation examines the impact of a slowdown in the Chinese econ-
omy, equivalent to one percent of Chinese GDP. Across all three shocks (Figures 4 –
6), results are broadly consistent for the set of four economies under analysis, sug-
gesting similar relationships and transmission channels between China and Western
nations. Following the shock, output is initially unresponsive for all of the economies,
with contemporaneous responses of less than 0.1 percent of GDP in absolute value.
Following this response, output declines over a number of quarters, with peak de-
clines of between −0.16 and −0.35 within 4 − 8 quarters of the shocks occurring. For
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all economies, the peak negative responses are all estimated to be significant. Where
the responses differ is in the degree to which output then recovers from this minimum
point. In the case of the US, output rises steadily from quarter 4 to quarter 16, by which
point the effect on output is an increase of 0.15% (but not significant). In contrast, the
Irish response does not recover beyond baseline levels, due to the greater output losses
observed in the short run. Similar results are observed in both the UK and the euro
area; the response following the initial decline returns output growth closer to, but be-
low, baseline levels, with neither long run effect resulting in growth rates statistically
or economically different from 0.

Correspondingly, the inflation responses resulting from the Chinese output shock
are all consistent with the domestic output responses. In all economies bar the US,
inflation responses are initially modest, with minor declines in inflation rates returning
to baseline levels within 6 − 8 quarters of the shock. In contrast, US inflation declines
initially, before rising over the following few horizon periods to become significant by
quarter six. Across all economies, only US long run effects are found to be significant,
with an estimated increase of 0.07 percent. Results for Ireland and the euro area are
more modest at 0.04 and 0.02 percent, respectively, while no long run effect is found
on the inflation rate in the UK response.

Again, consistent with the previous results from the shock, the increased domes-
tic output and inflation rates resulting from the shock to Chinese output causes sim-
ilar movements in the long-run interest rates of the four economies under considera-
tion. In Ireland, the initial impact of the shock is moderately positive but insignificant;
however, the response increases to 0.35 percentage points over the medium term and
becomes significant, before declining to a persistent long-run increase of 0.03 percent-
age points. Similar transition paths and significance levels are observed in the other
economies; where the long run effect ranges between 0.035 percentage points (the UK)
and 0.05 percentage points (the US). Similar to the effect on inflation, no short or long
run effects are found on UK long-term interest rates.

6.2.3 Shocks to UK Output

The third shock examined in this paper, representing a negative shocks to UK output
growth equivalent to one percentage point of GDP, is presented in Figures 7 – 9. Fol-
lowing this initial impact of 1%, the UK economy declines by a further 0.35 percentage
points over the following 6 quarters, at which point the effects of the shock are almost
fully experienced by the UK economy, with the long run effect estimated to be −1.38

percentage points of GDP and significant. In comparison to this, while the impact
of the shock is negligible in Ireland, output growth declines by 0.45% over the next
four quarters. This decline is significant and permanent, with a long run reduction in
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growth of 0.45% estimated over the entire horizon period. Similarly significant results
are found for the euro area, with output reductions of 0.19% after four quarters and
0.25% after 40 quarters. Contrastingly, the US response is more muted; the long-run
decline in output estimated to be −0.05 percentage points, while results are not found
to be significant at any point in the horizon period.

Turning to inflation, the decline in UK output results in a transitory spike in the
inflation rate of 0.22 percentage points, which is found to be statistically significant.
However, this effect declines over the next few quarters, with effects falling to 0.1%

after four quarters. Long run effects are also significant, with the long run decline in
the inflation rate estimated at 0.08%.This positive response for UK inflation suggests
that the dominant shock to UK output over the data sample has been on the supply
side. This finding may be reflective of declining growth in labour market productiv-
ity in the UK, which was substantially lower than trend over the last decade of the
sample. Similar to the UK, the euro area is found to be affected significantly, with a
long run increase in the inflation rate of 0.03% in response to the decline in UK output.
In contrast to these results, there are no significant inflation effects observed in either
Ireland or the US, in either the short or long run. Despite this lack of significance, the
magnitude of the Irish inflation response is in line with that of the euro area. The lack
of significance in Irish inflation is likely to be a result of the high levels of volatility in
Irish prices throughout the early 1980s at a time when UK and US inflation, while high,
were relatively stable.

Finally, the effects on long-term interest rates are found to be relatively more diverse
across countries. In the UK, there is a contemporaneous decline in long-term interest
rates of−0.02 percentage points, after which point rates overshoot their previous base-
line values, before declining slightly to a long run level that is 0.005 percentage points
above baseline. Euro area responses to the shock are initially more muted, but a sig-
nificant rise of 0.02 percentage points above baseline is observed within four quarters.
Rates then decline slightly over the remaining horizon period, with effects becoming
insignificant after eight quarters. US rates rise significantly in the short run (0.013 p.p.),
with long run rates remaining 0.01 percentage point above baseline levels, while Irish
long-term interest rate responses are found to be neither statistically or economically
significant over the forecast horizon.

6.2.4 Shocks to UK Exchange Rates

The fourth shock estimated in the GVAR model represents a shock depreciation in the
Sterling-Dollar exchange rate, equivalent to a currency devaluation of 15%. Impulse
responses are presented in Figures 10 – 12. Examining the impact on output, the im-
mediate response of UK GDP shows no immediate change, although growth of 0.4%
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percent is observed after four quarters, declining slightly to 0.36 percent after eight
quarters. The long-run effect is estimated to be an increase of approximately 0.37 per-
centage points of GDP, although this effect is not found to be significant. Similarly,
the Irish output response to the exchange rate depreciation involves a peak increase of
0.5% after two quarters, declining to baseline levels over the next 8 quarters. Responses
in the euro area are negative (but insignificant) over the horizon period, declining to
a long run level of −0.36%. Finally, the US output response shows the greatest degree
of significance; impact effects are small, but peak losses of −0.6% are observed after 10

quarters, with long run losses found to be significant.
Examining the effects of the exchange rate depreciation on inflation, a puzzle emerges.

Despite the improvement in the UK terms of trade resulting from the depreciation, in-
flation rates decline in the UK following the shocks, with a reduction of −0.2 per cent
on impact, and a persistent long run effect of −0.04 per cent. While surprising, similar
results have been suggested by Forbes, Hjortsoe, and Nenova (2015) in response to a
negative demand shock-induced depreciation: the paper finds a 10% appreciation of
the exchange rate leads to a decline in inflation of −0.3% initially. They argue that this
result may be due to non-credible monetary policy; if agents doubt the perisistance of
exchange rate movement, they will be unwilling to adjust prices in response. Again,
Ireland and the euro area are strongly affected by the depreciation, with small initial
declines increasing in scale within four quarters of the shock. Responses are short and
long run significant in both regions, with respective effects of−0.28% and−0.11% over
the full horizon. In the US, significant impact effects (0.19%) return towards zero within
five quarters, beyond which horizon point results are not found to be significant.

Finally, the effects of the shock on long-term interest rates are broadly consistent
across regions. In the UK, Ireland and the euro area, the observed deflation causes a
persistent decline in interest rates, with impact an long run effects of −0.07 percentage
points (Ireland), −0.05 percentage points (UK) and 0.02 percentage points (euro area).
Results are short and long run significant for all three economies. In the US, an impact
response of −0.03 is observed in the quarter of the shock, although results quickly
become insignificant.

6.2.5 Shocks to Global Output

The next shock to be analysed, presented in Figures 13 – 15, represents a simulated
decline in global output, equivalent to a decline in total world GDP of one percent. For
all four economies under analysis, the response path of the shock is found to be quite
similar, with differences observed in the magnitude of the responses. For the UK, the
US and the euro area, each economy suffers an immediate, significant decline in output
in the period in which the global shock occurs, of between 0.39 − 0.67% of GDP; the
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contemporaneous response in Ireland is negative, but not found to be significant. Over
the following 4 − 6 quarters, output declines to its peak loss levels in each economy,
beyond which point there is a recovery in output, with long-run losses estimated to be
between 40 − 80% of the peak loss value. For the Irish economy, while there is almost
no contemporaneous effect on domestic output, the peak effect of −1.37% of output is
the largest loss observed for the set of four economies. Similarly, long run effects on
Irish GDP are also considerable, with losses of −0.74% of output only matched by the
euro area loss of 0.85% of output. It is also worth noting that the size of the error bands
around the Irish impulse response is larger than those of the other economies, which
may be reflective of Ireland’s volatile economic position as a small open economy.

While output responses to a global shock are broadly similar in the four economies
analysed, inflation responses are considerably more heterogeneous. Following the
global output shock, there is a significant decline in the short run rate of inflation ob-
served in the euro area, Ireland and the UK, with values ranging between 0.05 and 0.15

per cent. Long term inflation responses are positive for Ireland (0.05%) and the euro
area (0.02%), and negative for the UK (−0.02%). In contrast, the contemporaneous re-
sponse is negative in the US, with a decline of (−0.07%), before inflation rates return
to baseline levels in the short run. In the long run, the inflation rate continues to rise
between quarters 4 and 12, before rates stabilize at 0.15% above baseline levels, which
is estimated to be significant.

Finally, long-term interest rates are again consistent in their response to the global
economic downturn. While no economy experiences a significant contemporaneous
response, long term rates are estimated to be significantly above baseline levels within
four quarters of the shock for Ireland, the euro area and the UK, with effects ranging
from an increase of between 0.04 and 0.07 percentage points. After this point, long run
effects stabilize in Ireland, with long term rates 0.08 percentage points above baseline
levels. In the euro area and the US, responses continue to rise up to 12 quarters after
the shock, with significant long term effects of 0.1 (euro area) and 0.13 (US) percentage
points above baseline levels. For the UK, short and long run effects are estimated to be
positive, although these results are not significant at any point over the horizon period.

6.2.6 Shocks to Oil Prices

The final shock under analysis derives from the global variables in the VAR, represent-
ing the effect of a one standard deviation increase in the dollar price of oil, equivalent
to a 12.6% price rise. Results from the GIRF analysis are presented in Figures 16 – 18.
Across Ireland, the US and the euro area, there is an initial increase in output of be-
tween 0.05 and 0.30 percent in the first few quarters following the shocks, most likely
representing valuation effects due to the increased input cost arising from the oil price
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increase. This increase lasts until quarter 5, beyond which point output growth be-
comes negative. Across all economies, peak negative responses occur 10− 14 quarters
after the oil price shock, with output losses ranging between−0.21 and −0.33 per cent.
Long run effects are estimated to be significant across all economies, with the UK the
most affected (−0.32%) and the US the least affected (−0.20%).

Impulse responses of inflation to the oil price shock are in line with the output re-
sponses presented above. Consistent with the valuation effect resulting from the shock,
inflation rates experience a positive, significant spike in the period of the shock for all
economies, with values ranging between 0.11 percentage points (euro area) and 0.25

percentage points (US). Inflation then declines in all economies (only turning negative
in the UK) over the following six quarters, at which point the majority of the impact of
the shock is observed in all countries (there is some slight movement in the series for
the UK and Ireland). Long run effects are found to be positive and significant for the
US (0.05%), while Irish, euro area and UK responses are not significant in the long run.

Finally, the economic contraction caused by rising oil prices is found to drive up
long-term interest rates across the four economies under analysis. The shock responses
in Ireland, the US and the euro area are all broadly consistent, with impact responses
of approximately 0.02 percentage points, and persistent long run responses of 0.012 −
0.018 percentage points, although long run effects are not estimated to be significant.
The UK differs in its response, whereby the shock response is somewhat smaller (0.011)
than in the other economies, but still significant, with the response declining from im-
pact to a long run effect of −0.003 percentage points that is not estimated to be signifi-
cant.

6.3 Discussion of Results from an Irish Perspective

Examining the above set of shocks in relation to the Irish economy, some common
trends begin to appear with respect to the domestic macroeconomic responses.

First, across all shocks presented in Section 7.2, the response of Irish output to the
simulated shocks is consistently larger in magnitude than responses in the other coun-
tries under analysis. For the US short-term interest rate shock, the UK output shock,
the China output shock, and the global output shock, the median Irish impulse re-
sponse is consistently greater (in absolute value) than responses across the other three
economies. While there are a number of factors that can account for this, the most
likely explanation lies in Ireland’s position as a small open economy. Of the four coun-
tries/regions under analysis, Ireland has the least diversified economy, the smallest
domestic market, and the greatest reliance on international trade. Consequently, the
relative magnitude of exogenous economic and financial shocks is likely to always be
larger than in the three other regions. Additionally, the error bands surrounding these
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responses are typically larger for the Irish responses than in other countries, again sug-
gesting a greater degree of uncertainty resulting from external economic shocks as a
consequence of being a small open economy.

Second, across the set of shocks, the initial impact of a shock and the transition path
of estimated responses for the Irish economy typically mirrors the UK response to a
greater extent than the euro area response. While there is generally broad similarity
in the impulse responses of all countries/regions across the set of estimated shocks,
when transition paths do differ, it is more likely that the Irish response will appear
more qualitatively similar to the UK response than responses in the US or euro area.
Irish output responses to a UK output shock, long-term interest rate responses to a UK
exchange rate shock, inflation responses to a US short-term interest rate shock all bear
greater similarities with the impulse responses of the UK than to either the euro area or
the US responses. This may, in part, be reflective of the interconnectedness of the two
countries, the overweighting of the financial sector in both countries, the similarities in
domestic economic policy, or the similarity of trading partner profiles.

Third, in line with its position as a small open economy, Ireland appears to be more
exposed to the effects of shocks in the long run, than either the UK, the US or the
euro area. Of the 18 impulse responses presented for each country in Section 7.2, 10

show significant long run effects on the domestic variable under analysis for the Irish
economy. In contrast, only seven responses are long run significant in the UK and the
euro area, while just eight are long run significant in the US. Again, this may reflect
the inability of the Irish economy to appropriately adapt either economic policy or
industry-mix in response to changes in external conditions.

Overall, the results suggest that domestic responses to external, exogenous shocks
in Ireland are broadly similar to equivalent responses in the euro area, the UK and
the US. While the directional effects and general transition paths are similar, Irish re-
sponses do exhibit a greater degree of amplification, relative to the other economies;
unsurprising given Ireland’s status as a small open economy that is heavily reliant on
international trade. The long run significance of the majority of responses suggest that
Ireland’s ability to mitigate the effect of external shocks is limited, through either pol-
icy responses or structural/sectoral adjustments to the composition of the domestic
economy.

7 Conclusion

This paper develops a macroeconomic GVAR model to analyse the effects of interna-
tional linkages across countries, with a particular focus on Ireland and its main trading
partners. The model uses international trade linkages to identify foreign relationships
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among countries, allowing for the transmission of exogenous, foreign shocks to do-
mestic economies. Constructing the euro area from the eight core countries, the model
provides a basis for both the identification of the effects of external shocks to Ireland,
and the differing response of Irish macroeconomic variables to exogenous economic
shocks, relative to its trading partners.

Results from the impulse response analysis show that, for Ireland, the UK, the US
and the euro area, there is a considerable degree of correlation in a number of macroe-
conomic series in their response to exogenous economic shocks. In response to the six
exogenous shocks tested in the paper, domestic output series were found to exhibit a
strong degree of co-movement, with only the magnitude of the shocks showing some
differences across countries / regions. Similarly, long-term interest rate responses also
showed considerable co-movement, particularly for the global shocks, the China out-
put shock and the US short-term interest rate shock. Inflation showed somewhat less
co-movement across regions and shocks, but results were still similar for the majority
of shocks, particularly the global and Chinese shocks.

Examining the individual shocks, the US short-term interest rate shock was found
to have significant effects on output in all four of the economies analysed. The 25 basis
point spike in the US policy rate was estimated to result in a long-term output decline
of between −0.31% (in the UK) and −1% (in the US). While impact effects of the shock
were not considerable in any economy, all four economies showed significant long-run
effects on output in response to the unanticipated rate hike.

Similarly, the simulated global economic decline was found to affect output growth
in the short run, with significant declines in all economies in the six quarters following
the shock. Additionally, the global output shock drives up long-term interest rates,
with significant short and long-run effects across most economies, leading to increases
in borrowing rates of up to 0.15 percentage points.

Focusing on Ireland, the impulse response functions suggest that, while exogenous
shocks follow similar time paths to the other three economies under analysis, the mag-
nitude of the effects is typically larger (in absolute value) than in the UK, the US or
the euro area. This is most likely reflective of Ireland being a small open economy,
with limited ability to mitigate the effects of economic shocks, combined with a less di-
verse economy than the other three countries/regions. Additionally, confidence bands
around the responses are also larger in a number of the Irish impulse responses, sug-
gesting a greater degree of uncertainty in response to external shocks, which again may
be due to small open economy characteristics.

In terms of further research, there is scope to expand the financial component of the
GVAR model, incorporating additional domestic financial variables to analyse cross-
border macro-financial linkages, including shock propagation from global financial in-
stability. Similarly, the incorporation of financial weights into the modelling process,
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so that financial interconnectedness between countries is accounted for when stack-
ing the country-level VARX∗ models, may also enhance the estimation of cross-border
transmission mechanisms. Finally, there is potential for applying the GVAR model
to currency zone research, which may assist in accounting for some of the disconnect
between exchange rates and national current account balances.
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Table 1: List of Countries and Regions
Individual Countries Euro Area Region

Argentina New Zealand Austria
Australia Norway Belgium
Brazil Singapore Finland
Canada Sweden France
China Switzerland Germany
Ireland Thailand Italy
Japan United Kingdom Netherlands
Korea United States Spain
Mexico
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Table 2: Domestic-Foreign Elasticity Estimates
Country gdp cpi eqty irs irl
Argentina -0.115 -3.694* 1.027* 3.743*

0.257 0.556 0.283 0.417
Australia 0.201* 0.383* 0.725* 0.571* 0.943*

0.082 0.105 0.061 0.135 0.132
Brazil -0.216 4.291* -4.402*

0.281 0.911 1.244
Canada 0.285* 0.638* 0.867* 0.329* 0.950*

0.092 0.091 0.055 0.080 0.048
China 0.414* 0.651* 0.022

0.198 0.220 0.018
Euro Area 0.425* 0.157* 1.055* 0.043* 0.705*

0.079 0.044 0.055 0.018 0.072
Ireland 0.770 0.785* 0.825* 0.701* 1.041*

0.545 0.223 0.114 0.246 0.159
Japan 0.558* -0.011 0.755* 0.010 0.513*

0.161 0.072 0.096 0.021 0.081
Korea 0.102 0.182 0.910* -0.154* 0.165

0.155 0.133 0.127 0.065 0.234
Mexico 0.024 -0.451 -0.263

0.226 0.544 0.442
Norway 0.591* 0.991* 1.082* 0.064 0.793*

0.198 0.201 0.079 0.094 0.101
New Zealand 0.217 0.554* 0.891* 0.278 0.535*

0.152 0.164 0.088 0.209 0.156
Singapore 0.853* 0.144 1.261* 0.024

0.229 0.121 0.099 0.091
Sweden 1.121* 0.677* 1.221* 0.324* 0.934*

0.190 0.183 0.077 0.114 0.086
Switzerland 0.502* 0.405* 0.946* 0.152* 0.514*

0.125 0.107 0.055 0.064 0.066
Thailand 0.487* 0.583* 0.905* 0.072

0.248 0.152 0.142 0.127
United Kingdom 0.461* 0.758* 0.762* 0.113 0.673*

0.125 0.150 0.045 0.086 0.115
United States 0.445 0.053

0.095 0.049
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Appendix A: Model Specification and Testing
Given the complexity of the GVAR model, it is somewhat unsurprising that there are a number
of specification settings that need to be determined prior to the estimation of the model and the
dynamic analysis of the transmission of shocks across regions and countries. In this section,
we discuss the main assumptions and specification settings underlying our model selection
strategy, and present the results of tests of these choices.

A.1 Unit Roots Tests
While it is possible to apply the GVAR method to both stationary and integrated variables, we
follow the assumptions of Dées, di Mauro, Pesaran and Shin (2007) and consider our variables
to be integrated of order one, i.e. I(1). Thus, the first test required of our data is to determine
the integration properties of the domestic, foreign and global variable series in the model.

There are three main unit root tests that we consider employing in our tests: the traditional
augmented Dickey-Fuller (ADF) test of Dickey and Fuller (1981); the generalized least-squares
ADF (GLS-ADF) test proposed by Elliot et al. (1996); and the weighted symmetric estimation of
ADF regressions (WS-ADF) test suggested by Park and Fuller (1995). We choose the WS-ADF
approach as our test criteria for a number of reasons; principally, the WS-ADF test increases the
power of conventional ADF tests by making use of the fact that any stationary autoregressive
process possesses both a forward and a backward representation. Using Monte Carlo meth-
ods, Pantula, Gonzalez-Farias and Fuller (1994) examine the power of ordinary least squares,
maximum likelihood, generalized least squares and weighted symmetric unit-root test criteria
in finite samples, with the WS estimator found to be the most powerful.

The results of the WS tests in levels, first differences and second differences of the country-
specific domestic variables are presented in Table A1, with the foreign variable counterparts
presented in Table A2. In all unit root tests presented in these tables, the choice of lag length is
determined by the Akaine Information Criterion (AIC), based on standard ADF regressions.

For the majority of countries in the sample, output, equity prices, real exchange rates, short-
term interest rates and long-term interest rates are all found to be I(1) in both the domestic and
foreign variables of the VARX∗ models. There is a slight exception to our integration assump-
tion with respect to inflation; for five of the countries in the sample (most notably China), infla-
tion is borderline I(0)/I(1) in the domestic variable tests. However, this is not the case for the
foreign variable tests, where inflation is found to be I(1) across all countries. Overall, the results
from the WS-ADF tests generally support our unit root hypothesis for the country/region-level
domestic and foreign data.

A.2 VARX∗ Model Specification and Estimation
With our assumption that country-specific foreign variables are weakly exogenous and I(1), we
impose one additional assumption and consider the parameters of the individual VARX∗ mod-
els to be stable over time. This assumption allows for the estimation and testing of long-run
properties of each individual model separately and, when combined with the weak exogeneity
assumption, allows for the initial estimation of the system-wide GVAR model.

Due to data restrictions and theoretical justifications, we allow for differing specifications
across the VARX∗ models. For our euro area region, Ireland, the UK, Switzerland, Norway,
Sweden, Japan, Canada, Australia and New Zealand, we include the full set of domestic vari-
ables (gdpi,t, cpii,t, eqtyi,t, reri,t, irsi,t, irli,t) as endogenous and the full set of foreign vari-
ables, with the exception of the real dollar exchange rate, (gdp∗i,t, cpi

∗
i,t, eqty

∗
i,t, irs

∗
i,t, irl

∗
i,t),

as weakly exogenous to the model. Additionally, the global variables (poili,t, pmeti,t, pmati,t)
are also included in these models as being weakly exogenous.
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For the US model, we exclude the domestic exchange rate variable from the set of endoge-
nous variables, under the assumption that the US dollar exchange rate is determined outside
of the US model, given the role of the dollar as the world currency, and include it in the vector
of foreign variables. For China, Brazil and Mexico, we exclude real equity prices and long-term
interest rates from the set of endogenous domestic variables, due to data not being available for
these series. Similarly, we also exclude long-run interest rates from the vector of endogenous
variables for Argentina, Singapore and Thailand. For the dominant unit model, we assume
that feedback can only occur through global output and inflation, with global equity prices,
exchange rates and interest rates having no influence on oil, metal and material prices.

With the vectors of endogenous and exogenous variables specified, we next estimate the
VARX∗models and determine the rank of their cointegrating space. To estimate the VARX∗(pi, qi)
models, where pi represents lags of the domestic variables and qi represents lags of the foreign
variables, we let lag length be determined according to the Akaike Information Criterion (AIC).
To maintain sufficient degrees of freedom, we constrain the maximum domestic lag length,
pmaxi , to three and the maximum foreign lag length, qmaxi , to two.

Following the lag selection process, we then perform cointegration analysis, where reduced
rank restrictions are imposed on the estimation of the country-specific models, leading to error
corrections versions of equation (13). In keeping with the GVAR literature, we use trace statis-
tics, rather than maximal eigenvalue statistics, to determine rank order, as they are known to
yield better small sample power results. Table A3 presents the results of the lag order selection
and cointegration tests. The most commonly observed model specification across the sample is
a VARX∗(2, 1) structure, while most countries are found to have either two or four cointegrating
relationships.

A.3 Weak Exogeneity Tests
As discussed in the beginning of this section, one of the key assumptions in developing the
country-specific models that form the basis of the GVAR system is the requirement of weak
exogeneity of foreign and global variables with respect to the long-run parameters of the error-
correction form of the VARX∗ models

∆xi,t = ci0 − µiν ′i[zi,t−1 − γi(t− 1)] +

pi−1∑
j=1

Λi0,j∆xt−j +

qi−1∑
k=1

Γi,k∆zt−j + εt (21)

where zi,t = (x′i,tx
∗′
i,t)
′, µi is a (ki× ri) matrix of rank ri and νi is a ((ki + k∗i )× ri) matrix of rank

ri.
For the purpose of estimation, x∗i,t are considered to be weakly exogenous, or ”long-run

forcing” with respect to the VARX∗ model parameters. Country-specific VARX∗ models are
estimated separately, conditional on x∗i,t, using reduced rank regression, taking account of the
possibility of cointegration both within xi,t and between xi,t and x∗i,t. Using this approach, the
number of cointegrating relations, ri, the speed of adjustment coefficients, µi, and the cointe-
grating vectors, νi, for each country model are estimated.

Conditional on the estimate of νi, the remaining parameters of the VARX∗ model are con-
sistently estimated by OLS based on the following equation

∆xi,t = ci0 + δiECMi,t−1 +

pi−1∑
j=1

Λi0,j∆xt−j +

qi−1∑
k=1

Γi,k∆zt−j + εt (22)

where ECMi,t−1 are the error correction terms corresponding to the ri cointegrating relations
of the ith country model.

The weak exogeneity test performed on the country-specific VARX∗ models is based on
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the test set out in Harbo, Johansen, Nielsen and Rahbek (1998). This requires a test of the joint
significant of the estimated error correction terms in auxiliary equations for the country-specific
foreign variables. Specifically, for each lth element of x∗i,t, we estimate the regression

∆x∗i,t,l = ai,l +

ri∑
j=1

δi,j,l ˆECM i,j,t−1 +

p∗i∑
s=1

φ′i,s,l∆xi,t−s +

q∗i∑
s=1

ψ′i,s,l∆x̃∗i,t−s + ηi,t,l (23)

where ˆECM i,j,t−1 are the previously-estimated error correction terms corresponding to the ri
cointegrating relations from country i′s VARX∗ model. While p∗i and q∗i are the respective do-
mestic and foreign variable lags, these need not necessarily be of the same order as the equiv-
alent values chosen for the VARX∗ specification. The test for weak exogeneity is an F-test of
the joint null hypothesis that δi,j,l = 0 ∀j = 1, 2, . . . ri. Table A4 presents the result of the weak
exogeneity tests.

Results from the weak exogeneity tests show that only three of the 160 variables reject the
null hypothesis of weak exogeneity: global metal prices in the US; Norwegian foreign GDP;
and UK foreign inflation rates. These results are encouraging, as the lag order q∗i = 1 is selected
by the Aikike information criterion for each country in the sample. Given that increasing the
value of q∗i typically decreases the number of significant outcomes for a country, the above
tests can be considered the most restrictive form of the weak exogeneity tests. In particular,
the fact that the exogeneity hypothesis is not rejected for any of the global variables, in any of
the sample countries, is reassuring with respect to the chosen modelling strategy. Similarly, the
possibility that aggregating the euro area countries into a single model could have violated the
weak exogeneity assumptions is also rejected by the tests, further reinforcing our modelling
approach.

A.4 Structural Stability Tests
As with any multi-country econometric model incorporating a time dimension, there is a po-
tential underlying issue of structural breaks within the GVAR framework. While the incorpo-
ration of foreign variables within the country-level VARX∗ models should alleviate this issue to
some degree, due in part to the idea of ”co-breaking” (discussed in Hendry and Mizon (1998)).
If a structural break in market A leads to spillovers in a foreign market, A∗, conditioning on
foreign variables that account for the break in A may eliminate the issue of a structural break
being identified inA∗. As the country-specific VARX∗models are flexible enough to account for
co-breaking, the GVAR may be more robust to the possibility of structural breaks than macroe-
conomic frameworks that rely on single-equation reduced-form models.

In determining structural stability, we examine a number of tests of short-run parameter
stability based on the residuals of the individual country error correction models. As discussed
in O’Reilly and Whelan (2005), there are at least two issues with applying asymptotics-based
parameter stability tests, such as the sup-F test: the high persistence of explanatory variables
and heteroskedasticity. In either instance, the derived asymptotic distributions can deliver poor
approximations to the relevant finite-sample distributions. To account for these issues, we ap-
ply a sieve bootstrap procedure in order to generate critical values for the test procedures. The
set of test procedures consists of ten tests: the Ploberber and Krämer maximal OLS CUSUM
statistic (PKsup); the mean square variant of the maximal OLS CUSUM statistic (PKmsq); the
Nyblom statistic (R); the heteroskedasticity-robust Nyblom statistic (Rrb); the Wald form of the
Quandt likelihood ratio statistic (QLR); the heteroskedasticity-robust form of the Quandt likeli-
hood ratio statistic (QLRrb); the mean Wald statistic (MW ); the heteroskedasticity-robust Wald
statistic (MWrb); the exponential average Wald statistic (APW ); and the heteroskedasticity-
robust form of the exponential average Wald statistic (APWrb). Test results, aggregated at
variable-level and presented in number and percentage of rejections of the null hypothesis of
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parameter stability, are presented in Table A5.
The results from the structural stability tests warrant some discussion. Principally, the re-

sults from the PKsup and PKmsq tests show little parameter instability, with respective null
hypothesis rejections occurring eight and three times out of the 98 potential instances. Neither
test identifies breaks in the equity or exchange rate series; the two market segments in which
”co-breaking” is most likely to occur. From these two tests alone, there seems to be limited
statistical identification of the likelihood of structural breaks in the parameters of the model.

With respect to the variants of theR,QLR,MW andAPW tests, our results are comparable
to Dees et al. (2007): the non-robust version of each test shows a considerably higher null
hypothesis rejection rate than the equivalent robust form. For the non-robust variants of the
four tests, the average rejection rate is 41.5%, suggesting a high degree of instability across the
individual country models. However, across the four robust versions of these tests, rejection
rates average just 13.66%. Once we account for heteroskedasticity in the variance of the error
terms of the models, results are more in line with the PK tests, with parameter coefficients
appearing relatively stable.

From this, we conclude that the identification of structural instability in the GVAR models
is capturing changes in the error variances, rather than instability in the parameter coefficients.
To account for this, we employ robust standard errors when identifying the effects of unan-
ticipated shocks to the foreign variables, with our impulse response analysis based on sieve
bootstrap mean values and standard error bands.
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Appendix B: Data Sources
The GVAR dataset is quarterly in frequency and spans 145 periods, from 1980q1 to 2016q1.
Data sources for the six variables forming the domestic and foreign components of the coun-
try specific VARX∗ models and the three variables forming the global aspect of the model are
detailed below. Compilation of the dataset was aided by the Inter-American Development
Bank (IDB) who extended, to 2013, the GVAR dataset used in Pesaran, Schuermann and Smith
(2009a, PSS). In order to avoid inaccuracies due to potential revisions in the data, we indepen-
dently gathered the data series for all countries in the GVAR, using identical data sources to
those employed by the IDB to extend the PSS GVAR dataset. Where quarterly data from these
sources was not available, or where annual data had originally been linearly interpolated, data
from the original dataset were used up to 2008q1 and were extended to 2016q1, using extrap-
olation by growth rates. In each instance, however, we ensured that there was a minimum of
five years overlap between the IDB dataset and our own, thereby enabling comparison of our
data with the data contained in the IDB extended dataset. In doing so, we ensured that data
were accurate and consistent, with minor differences occurring only as a result of small-scale
data revisions. In the case of Ireland, which was not included in the original GVAR dataset,
there was no option for data comparison, yet the data sources used remained consistent with
the IDB.

The main source of data for real GDP was the IMF International Financial Statistics (IMF
IFS). The IFS contains seasonally-adjusted quarterly Real GDP for Australia, Belgium, Canada,
China, France, Germany, Ireland, Italy, Japan, Netherlands, New Zealand, Spain, Switzerland,
United Kingdom, and United States. For the following list of countries, IFS does not report
seasonally-adjusted data and therefore data were seasonally-adjusted using Eviews, via the
United States Census Bureau’s X-13 ARIMA-SEATS program: Austria; Belgium; Finland; Ko-
rea; Singapore; Sweden; Thailand; and Turkey. For the Latin American countries, namely Ar-
gentina, Brazil, and Mexico, the Inter-American Development Bank Latin Macro Watch (IDB
LMW) database provided quarterly seasonally adjusted real GDP data.

The Consumer Price Indices data were sourced from the IFS. The following countries’ series
required seasonal-adjustment: Austria; Belgium; Canada; Finland; France; Germany; Ireland;
Italy; Japan; Korea; Mexico; Netherlands; New Zealand; Spain; Sweden; Switzerland; Thailand;
the United Kingdom; and the United States. Aside for China, seasonally-adjusted data were
available for all of the remaining countries in the dataset. Since the IFS does not report CPI data
for China prior to 2010, Bloomberg data were collected and seasonally-adjusted using Eviews.

Bloomberg was used to source the equity price series. A quarterly average of the local
currency MSCI Index was obtained for all countries in the dataset. Quarterly averages were
obtained by taking the simple average of the closing price of the last Wednesday of each month.

The exchange rate data were sourced from Bloomberg. Using the same process as with
the equity price index, quarterly averages of nominal bilateral exchange rates vis-à-vis the US
dollar were obtained for all countries. For the euro area member states, the exchange rates are
identical post-1999. Pre-1999 however, for each member state, the euro exchange rate vis-à-vis
the US dollar in 1999q1 was extrapolated backwards using the growth rate in each member
states’ national currency vis-à-vis the US dollar.

Short-term interest rate data were sourced from the IFS. Consistent with the IDB dataset
methodology; the deposit rate was used for Argentina and China; the discount rate was used
for New Zealand; the treasury bill rate was used for Canada, Mexico, Sweden, UK and US; and
the money market rate was used for Australia, Brazil, Finland, Germany, Italy, Japan, Korea,
Norway, Singapore, Spain, Switzerland, and Thailand. For Austria, Belgium, France, Ireland
and the Netherlands there are no data from 1999 following the introduction of the euro, and
therefore the German short-term interest rate was used as a proxy until 2011q2, from which
point the IFS no longer published data on the German interest rate. From 2011q2 onwards, for
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these countries, the remaining data were extrapolated forward using the rate of change in the
Euribor.

The IFS data on government bonds were used for all countries, where available. Impor-
tantly, where data is available it must be available for all periods in the dataset (i.e. from 1980q1
to 2016q1). Of the 25 countries in the dataset, there were five countries with missing data over
this period: Argentina; Brazil; China; Mexico; and Singapore.

The oil price index was sourced from Bloomberg (daily, Brent crude oil prices) and con-
verted into a quarterly series using the average of all trading days in each quarter. Monthly
agricultural raw materials and metal price indices were obtained from the IMF’s Primary Com-
modity Prices data. The quarterly series were calculated as simple 3-month averages of this
monthly data.

The GDP−Purchasing Power Parity series from the World Development Indicator database
of the World Bank, measured in current international dollars for 2012 to 2014, was used to
obtain GDP weights for individual countries. The trade matrix was constructed using IMF
Direction of Trade statistics (DoTs). Data on both imports and exports for all countries were
collected at an annual frequency, and a 25 × 25 trade matrix was developed using averages of
the exports and imports from the annual 2012− 2014 trade data.
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Table A3: Lag Length and Cointegrating Relations Test Results
Country Domestics Lags Foreign Lags Cointegrating Relations
ARGENTINA 2 2 2
AUSTRALIA 1 1 5
BRAZIL 2 2 2
CANADA 1 2 4
CHINA 3 1 2
EURO 2 2 2
IRELAND 2 2 2
JAPAN 2 2 4
KOREA 2 1 5
MEXICO 2 2 2
NORWAY 2 1 3
NEW ZEALAND 2 1 3
SINGAPORE 2 1 1
SWEDEN 2 1 2
SWITZERLAND 1 1 3
THAILAND 2 1 3
UNITED KINGDOM 2 2 3
USA 3 1 3
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